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Fig. 1. Real-time rendering results of two scenes using our proposed ray-traced soft shadows of environmental
lighting by conical ray culling. Left: two characters on a plane illuminated by a global Grace Cathedral
environment map. Right: two characters and the Crytek Sponza Atrium model under the Uffizi Gallery
environment map. The Crytek Sponza Atrium is illuminated by diffuse precomputed radiance transfer, and
the characters are illuminated by an irradiance volume represented by 3D textures.

Soft shadows of environmental lighting provide important visual cues in realistic rendering. However, rendering
of soft shadows of environmental lighting in real-time is difficult because evaluating the visibility function is
challenging. In this work, we present a method to render soft shadows of environmental lighting at real-time
frame rates based on hardware-accelerated ray tracing. We assume that the scene contains both static and
dynamic objects. To composite the soft shadows cast by dynamic objects with the precomputed lighting
of static objects, the incident irradiance occluded by dynamic objects, which is obtained by accumulating
the occluded incident radiances over the hemisphere using ray tracing, is subtracted from the precomputed
incident irradiance. Conical ray culling is proposed to exclude the rays that cannot intersect dynamic objects,
which significantly improves rendering efficiency. Rendering results demonstrate that our proposed method
can achieve real-time rendering of soft shadows of environmental lighting cast by dynamic objects.
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1 INTRODUCTION
Soft shadows from environmental light sources play an important role in realistic rendering because
they provide significant visual cues about the spatial relationships of objects in a scene. Real-time
rendering of soft shadows of environmental lighting in dynamic scenes is difficult because the
computation of the visibility function is challenging when the objects in a scene are animated.
Ray tracing can be applied to estimate the visibility function by shooting a set of rays over the
hemisphere at a surface point. However, real-time frame rates cannot be achieved when a large
number of ray samples are used, even if hardware-accelerated ray tracing is utilized, and insufficient
ray samples lead to noisy rendering results. Recently, temporal filtering [Chaitanya et al. 2017;
Hasselgren et al. 2020; Schied et al. 2017] is applied to denoise the rendering results with low
sample numbers. However, temporal accumulation leads to temporal artifacts such as ghosting and
flickering, especially in dynamic scenes.
In this work, we present a method to render soft shadows from environmental light sources at

real-time frame rates using hardware-accelerated ray tracing. We assume that the scene contains
both static and dynamic (deformable) objects. Since the global illumination for static scenes has
been well addressed by precomputed global illumination solutions such as lightmaps and precom-
puted radiance transfer (PRT) [Sloan et al. 2002], only the self-shadows of dynamic objects, the
shadows among dynamic objects, and the shadows between dynamic and static objects should be
rendered. To composite the soft shadows cast by dynamic objects with the precomputed lighting,
the incident irradiance at a surface point can be split into two terms: (1) the incident irradiance
of precomputed/unshadowed environmental lighting; (2) the incident irradiance occluded by dy-
namic objects representing the soft shadows of environmental lighting, which can be acquired by
accumulating the occluded incident radiances over the hemisphere. Hence, the composite incident
irradiance can be obtained by subtracting the incident irradiance occluded by dynamic objects from
the precomputed/unshadowed incident irradiance. The environmental light source can be either a
global environment map or an irradiance volume represented by 3D textures.

To compute the irradiance occluded by dynamic objects, only the rays that can intersect dynamic
objects are required to be traced. Based on this observation, conical ray culling is performed at
each surface point to exclude the rays whose directions are outside the circular cones defined by
the surface point and the bounding spheres of dynamic objects. Furthermore, the ray segments
beyond the cones can be excluded as well. Consequently, fewer and shorter rays are required to be
traced, which significantly improves the efficiency of rendering soft shadows of environmental
lighting cast by dynamic objects.

Our main contributions are:
• a method to render soft shadows of environmental lighting, which can be easily integrated
with the baked global illumination solutions for static scenes, such as lightmaps and PRT,
• conical ray culling, which can significantly improve rendering efficiency based on the obser-
vation that only the rays that can intersect dynamic objects are required to be traced.

With our proposed conical ray culling, ghosting and flickering artifacts can be completely avoided
because the number of ray samples can be high enough. Thus, temporal filtering of the noise caused
by an insufficient number of samples is not required. High-frequency contact shadows can also be
kept because a small spatial filtering kernel can suppress the noise, which prevents overblurring
lighting details.

2 RELATEDWORK
Precomputed methods. Sloan et al. [2002] proposed PRT which precomputes a transfer function
mapping the distant incident lighting from the environment map to the outgoing radiance. SH
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coefficients are used to represent both the environment map and the transfer function. At runtime,
the outgoing radiance can be obtained by a simple dot product for diffuse surfaces or a matrix-vector
multiplication for glossy surfaces. They also proposed neighborhood transfer, which stores transfer
matrices in a volume surrounding the object to support single dynamic rigid object. Zhou et al.
[2005] precomputed shadow fields around dynamic rigid objects, which store SH visibility vectors.
The visibility at each surface point is accumulated by computing the SH products over all the
shadow fields. Xin et al. [2021] sped up the rendering of mid-frequency shadow fields by conducting
SH products in the Fourier space. Kontkanen and Laine [2005] precomputed ambient occlusion fields
around the rigid objects, which store solid angles and average occluded directions. At runtime,
ambient occlusion (AO) is determined by retrieving and combining the precomputed values from
the fields. Precomputed methods only support static or rigid objects under dynamic environmental
lighting.
Data-driven methods. Kontkanen and Aila [2006] learned a linear model mapping the poses of

an animated character to AO values over the entire space of character poses. Kirk and Arikan
[2007] learned a multilinear model over a local subspace of character poses. Nowrouzezahrai et al.
[2007] learned a reduced dimensional linear model mapping the poses of an animated character to
diffuse PRT coefficients to reproduce soft self-shadows of distant environmental lighting. Keinert
et al. [2018] learned a regression model mapping a small number of signed distance samples to
AO values by training a feed-forward neural network. Le et al. [2019] learned a two-layer model
by bi-level regression. The non-linear layer transforms proxy spheres and key points according
to the current pose of a character, and the linear layer interpolates the per-vertex AO from the
values at key points. Li et al. [2019] presented a compact representation of PRT for deformable
objects, which solves diverse non-linear deformations. A deep convolutional neural network (CNN)
is trained to predict the transfer function for a given pose at runtime.

Proxy-based methods. Kautz et al. [2004] proposed a hemispherical rasterizer that can efficiently
compute the visibility by rasterizing spherical blocker triangles into bitmasks. Bunnell [2005]
approximated the surface geometry with a hierarchy of disks and computed AO using these disks at
each vertex by two passes, which can be applied to deformable objects. Based on Bunnell’s method,
Hoberock and Jia [2007] eliminated the disk-shaped artifacts by interpolating the contribution
between parent and child in a fuzzy zone and the pinching artifacts by evaluating the form factors
using actual mesh triangles instead of disks at the lowest level. Ren et al. [2006] approximated
deformable objects with a set of spheres. Cheap SH additions instead of expensive SH products
are used to accumulate the visibility in log SH space, and then spherical harmonic exponentiation
(SHEXP) is used to obtain the SH visibility. Shanmugam and Arikan [2007] splatted spheres into a
receiver buffer to accumulate AO. Sloan et al. [2007] extended SHEXP by splatting spheres into a
receiver buffer and accumulating indirect radiance from the spherical proxies. Guerrero et al. [2008]
extended SHEXP by regarding spheres as spherical light to support diffuse indirect illumination.
Giraud and Nowrouzezahrai [2015] extended SHEXP to render soft shadows of environmental
lighting from a dynamic height field and represented the BRDF in log SH space to avoid expensive
triple-product shading. Iwanicki [2013] split soft shadows of environmental lighting into an ambient
term defined by the cosine-weighted percentage of the hemisphere occluded by a sphere and a
directional term represented by the area of the intersection between a sphere and a cone with the
direction of the dominant lighting. Proxy-based methods suffer from inaccurate representation of
the original geometries, resulting in incorrect soft shadows, especially contact shadows.
Screen-space methods. Mittring [2007] proposed screen-space AO (SSAO), which compares the

sample points inside a sphere around the surface point against the depth buffer to estimate AO by
the ratio of visible to occluded sample points. Bavoil and Sainz [2008] presented horizon-based AO
(HBAO), which performs ray marching on the depth buffer along several directions to compute
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4 Xu, Jiang, Zhang, Li, and Geng

horizon angles indicating the amounts of occlusion in those directions. Ritschel et al. [2009] extended
SSAO to screen-space directional occlusion (SSDO), which accounts for the direction of incoming
light to render directional shadows. However, the hidden geometries or the geometries outside the
frustum cannot contribute to AO because the depth buffer only captures the first visible surfaces
inside the frustum, resulting in an underestimation of AO and inconsistencies as the camera moves.
Multiple layers [Bavoil and Sainz 2009; Mara et al. 2016; Ritschel et al. 2009], multiple views [Ritschel
et al. 2009; Vardis et al. 2013], and enlarged field of view [Bavoil and Sainz 2009] are suggested to
provide the missing scene information. Vermeer et al. [2021] proposed stochastic-depth AO, which
uses a stochastic depth map where each pixel stores depth from random depth layers. Therefore,
the hidden geometries can be taken into account.
Ray-traced methods. With the introduction of hardware-accelerated ray tracing, object space

ray-traced AO (RTAO) and Monte Carlo path tracing can be efficiently performed at a low sample
number on the GPU and used in real-time applications. Rendering results with low numbers of
samples can be denoised by temporal filtering [Chaitanya et al. 2017; Hasselgren et al. 2020; Schied
et al. 2017], whereas temporal artifacts such as ghosting and flickering are introduced by temporal
accumulation when the scene is animated.

3 PRINCIPLE
3.1 Soft Shadows of Environmental Lighting
Assuming that the entire scene is illuminated by an environmental light source and ignoring
indirect illumination in the scene, the outgoing radiance 𝐿o at a surface point 𝒑 in the direction 𝝎o
can be expressed as

𝐿o (𝒑,𝝎o) =
∫
Ω+

𝐿i (𝒑,𝝎 i)𝑉 (𝒑,𝝎 i) 𝑓 (𝒑,𝝎 i,𝝎o)cos𝜃 id𝝎 i, (1)

where Ω+ denotes the upper hemisphere, 𝐿i (𝒑,𝝎 i) is the incident radiance from the environmental
light source in the direction 𝜔i,𝑉 (𝒑,𝝎 i) is the visibility function between 𝒑 and the environmental
light source, 𝑓 (𝒑,𝝎 i,𝝎o) is the BRDF of 𝒑, and 𝜃 i is the angle between 𝝎 i and the surface normal
at 𝒑. If the surface is diffuse, 𝐿o (𝒑,𝝎o) can be expressed as

𝐿o (𝒑,𝝎o) =
𝜌

𝜋

∫
Ω+

𝐿i (𝒑,𝝎 i)𝑉 (𝒑,𝝎 i)cos𝜃 id𝝎 i =
𝜌

𝜋
𝐸 (𝒑), (2)

where 𝜌 denotes the diffuse albedo and 𝐸 (𝒑) is the incident irradiance at 𝒑.
Ray tracing can be used to compute 𝐸 (𝒑) by estimating the visibility function 𝑉 (𝒑,𝝎 i) with

Monte Carlo sampling. As exhibited in Figure 2, a number of rays originated from 𝒑 are generated
over the hemisphere oriented according to the surface normal of 𝒑. If a ray does not intersect the
scene geometry, the incident radiance coming from the environmental light source in the direction
of the ray contributes to the incident irradiance at 𝒑.

3.2 Occluded Irradiance
In our proposed method, the objects in the scene are classified into two categories: static objects and
dynamic objects. Static objects can be illuminated by precomputed global illumination solutions
such as lightmaps and PRT. Therefore, only the self-shadows of dynamic objects, the shadows
among dynamic objects, and the shadows between dynamic objects and static objects are required
to be computed at runtime. To composite the soft shadows cast by dynamic objects with the
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Fig. 2. Incident irradiance from the environmental light source (yellow) computed by ray tracing. A number
of rays originated from 𝒑 are generated over the hemisphere oriented according to the surface normal of 𝒑. If
a ray does not intersect the scene geometry (blue), the incident radiance coming from the environmental
light source in the direction of the ray contributes to the incident irradiance at 𝒑.

precomputed lighting, we can rewrite the incident irradiance at 𝒑 as the following form

𝐸 (𝒑) =
∫
Ω+

𝐿i (𝒑,𝝎 i){1 − [1 −𝑉 (𝒑,𝝎 i)]}cos𝜃 id𝝎 i

=

∫
Ω+

𝐿i (𝒑,𝝎 i)cos𝜃 id𝝎 i −
∫
Ω+

𝐿i (𝒑,𝝎 i) [1 −𝑉 (𝒑,𝝎 i)]cos𝜃 id𝝎 i

= 𝐸unshadowed (𝒑) − 𝐸occluded (𝒑),

(3)

in which the incident irradiance 𝐸 (𝒑) is split into two terms. The first term 𝐸unshadowed (𝒑) is the
incident irradiance of precomputed/unshadowed environmental lighting, and the second term
𝐸occluded (𝒑) is the occluded irradiance representing the incident irradiance occluded by dynamic
objects, which can be acquired by accumulating the cosine-weighted occluded incident radiances
over the hemisphere. The irradiance occluded by dynamic objects is subtracted from the original
precomputed/unshadowed incident irradiance to obtain the incident irradiance that contains the
shadows cast by dynamic objects.

To compute the occluded irradiance, only the rays that can intersect dynamic objects are required
to be traced. Therefore, the number of rays to be traced can be significantly reduced when the
scene contains both static and dynamic objects. The rays that may intersect dynamic objects can
be approximately determined by conical ray culling as described in the next subsection.

3.3 Conical Ray Culling
To efficiently find all the rays that may intersect dynamic objects, we can check the rays whether
their directions are included by the circular cones towards all dynamic objects, which is called
direction culling in this work. As depicted in Figure 3, the circular cone 𝐶 = (𝒂, 𝒅, ℎ,𝜓 ) can be
derived from the bounding sphere 𝑆 = (𝒄, 𝑟 ) of a dynamic object as follows

𝒂 = 𝒑

𝒅 =
𝒑−𝒄
∥𝒑−𝒄 ∥

ℎ = ∥𝒑 − 𝒄 ∥ + 𝑟
𝜓 = arcsin( 𝑟

∥𝒑−𝒄 ∥ )

, (4)

where 𝒂 denotes the position of the apex of the cone, ℎ is the height of the cone that is defined as
the sum of the radius 𝑟 of the bounding sphere and the distance between the surface point 𝒑 and
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6 Xu, Jiang, Zhang, Li, and Geng

the center of the bounding sphere 𝒄 , 𝒅 is the direction of the axis of the cone, and 𝜓 is the half
angle of the cone.

Fig. 3. Definition of the circular cone (yellow) by the bounding sphere (green) of a dynamic object (blue).

Apart from culling the rays whose directions are outside the cone, the length of the ray can be
restricted to the height of the cone to accelerate ray tracing when static geometries are behind the
dynamic objects from the perspective of the surface point, which is called length culling. It must be
noted that if a ray is included by more than one cone, the length of the ray should be equal to the
maximum height of all the cones.

As depicted in Figure 4, the rays whose directions are not inside any cone are culled by direction
culling, and the ray segments beyond the cones are excluded by length culling. Therefore, the
number of rays to be traced can be reduced to speed up the computation of soft shadows cast by
dynamic objects. Besides, the static geometries behind the cones from the perspective of 𝒑 can be
neglected during ray tracing.

Fig. 4. Principle of conical ray culling. The rays whose directions are outside the cones (gray dashed) are
culled by direction culling, which reduces the number of rays to be traced. The ray segments beyond the cones
(gray dotted) are excluded by length culling, which prevents the rays from intersecting the static geometries
(red) behind the cones from the perspective of 𝒑.

Since the rays are distributed in the upper hemisphere along the surface normal 𝒏, the bounding
spheres that fully lie behind the surface should be ignored as depicted in Figure 5, which means the
bounding sphere 𝑆 = (𝒄, 𝑟 ) should satisfy (𝒑 − 𝒄) · 𝒏 < 𝑟 . It should also be noted that no rays are
culled when a scene point is inside one of the bounding spheres.
To further speed up ray tracing, the number of cones can be reduced by merging the cones for

each surface point. Given two cones 𝐶1 = (𝒂1, 𝒅1, ℎ1,𝜓1) and 𝐶2 = (𝒂2, 𝒅2, ℎ2,𝜓2), these two cones
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Fig. 5. Bounding sphere behind the surface should be ignored because the rays are distributed in the upper
hemisphere along the surface normal 𝒏.

can be merged if arccos(𝒅1 ·𝒅2) +𝜓1 < 𝜓2 as illustrated in Figure 6. The merged cone𝐶 = (𝒂, 𝒅, ℎ,𝜓 )
can be obtained by 

𝒂 = 𝒂1 = 𝒂2
𝒅 = 𝒅2
ℎ = max{ℎ1, ℎ2}
𝜓 = 𝜓2

, (5)

which indicates that (𝒅,𝜓 ) of the merged cone are those whose angle is larger, and ℎ of the merged
cone is the larger height across these two cones.

Fig. 6. Three cases of merging two cones. The two cones are marked in yellow and orange, respectively. The
borders of the merged cones are marked in red. Left and middle: two cones that can be merged. Right: two
cones that cannot be merged.

4 IMPLEMENTATION
We implement our proposed method using Vulkan with the extensions that enable hardware-
accelerated ray tracing. The proposed method consists of four passes. The first pass generates the
G-buffer which contains the positions, the normals, the diffuse albedos, and the incident irradiances
of the precomputed environmental lighting for static objects or the unshadowed environmental
lighting for dynamic objects; the second pass constructs and merges the cones for conical ray
culling, and computes the irradiances occluded by dynamic objects using ray tracing; the third pass
blurs the occluded irradiances by a cross-bilateral filter; and the last pass composites the irradiances
of the unshadowed environmental lighting with the blurred occluded irradiances, multiplies the
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8 Xu, Jiang, Zhang, Li, and Geng

composite irradiances by the diffuse albedos to obtain the outgoing radiances, and renders the
environment map. Blurring the occluded irradiances instead of the composite irradiances prevents
the noise-free unshadowed environmental lighting from blurring.
The environmental light source can be either a global environment map represented by a SH

vector or an irradiance volume represented by 3D textures storing SH vectors in the grid cells.
When irradiance volume is used, trilinear interpolation of the SH vectors is performed to acquire an
interpolated SH vector as the environmental light source for each surface point of the scene. When
the environment map is rotated, the irradiance volume is updated by reconstructing the irradiances
by PRT at the sample points over the sphere and reprojecting the radiances of all sample points to
the SH basis to obtain the irradiance for each grid cell.
For static objects, the incident irradiance without the shadows cast by dynamic objects at the

surface point 𝒑 is computed by diffuse PRT [Sloan et al. 2002] as follows

𝐸PRT (𝒑) =
𝑛−1∑︁
𝑙=0

𝑙∑︁
𝑚=−𝑙

𝐿𝑚
𝑙
𝑡𝑚
𝑙
, (6)

where 𝐸 (𝒑) is the irradiance at surface point 𝒑, 𝐿𝑚
𝑙
is the SH coefficient of the environmental light

source, and 𝑡𝑚
𝑙

is the transfer coefficient. For dynamic objects, the unshadowed incident irradiance
at the surface point 𝒑 can be computed by the surface normal 𝒏 and the SH coefficients of the
environmental light source as described in [Ramamoorthi and Hanrahan 2001]

𝐸unshadowed (𝒑) =
𝑛−1∑︁
𝑙=0

𝑙∑︁
𝑚=−𝑙

𝐿𝑚
𝑙
𝐴𝑙𝑌

𝑚
𝑙
(𝒏), (7)

where 𝑌𝑚
𝑙
(𝒏) is the SH basis function.

Vulkan ray tracing has two levels of acceleration structures: bottom-level acceleration structure
(BLAS) and top-level acceleration structure (TLAS). We build the BLASes of all the models in the
scene during the initialization stage and rebuild the BLASes of the animated models every frame.
The TLAS is updated when the BLASes are built for the first time or the BLASes are rebuilt. Static
objects are included in the acceleration structures because the static objects may lie between the
origins of the rays and the dynamic objects and block the rays.
At the beginning of the second pass, the cones are constructed from the bounding spheres of

dynamic objects, and then the cones are merged to reduce the number of cones. Algorithm 1 shows
the pseudo-code to construct and merge the cones for each fragment in the fragment shader of the
second pass. Once the cones are constructed and merged by Algorithm 1, ray tracing is performed
in the fragment shader of the second pass. We trace the rays in the fragment shader using the
Vulkan ray query extension VK_KHR_ray_query that allows ray tracing in the traditional shader
stages. The hemispherical ray samples with cosine-weighted distribution are generated by the
low-discrepancy Hammersley sequence [Niederreiter 1992]. The ray samples are rotated by random
angles along the surface normal to avoid correlation artifacts. To retrieve the random angle of each
fragment, a texture equal in size to the viewport is generated, which consists of random numbers in
the range [0, 2𝜋]. Each ray is checked to see if it is included by each cone of the current fragment.
Ray tracing is not required to be performed if a ray is not included by any cone. If a ray is included
by multiple cones, the ray length is set to the maximum height of all the cones.
When a ray intersects the scene geometry, the category of the hit point is determined by the

rayQueryGetIntersectionInstanceCustomIndexEXT function. If a ray does not intersect the scene
geometry or the hit point belongs to one of the static objects, the occluded incident radiance is zero.
If the hit point belongs to dynamic objects, the occluded incident radiance that contributes to the
occluded irradiance 𝐸occluded is obtained by reconstructing the environment map in the direction of
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Algorithm 1: Construct and merge the cones
Input: fragment position 𝒑, fragment normal 𝒏, bounding spheres of dynamic objects {𝑆}
Output: merged cones {𝐶}

1 foreach bounding sphere 𝑆 = (𝒄, 𝑟 ) ∈ {𝑆} do
2 𝒂 ← 𝒑; // Eq. (4)

3 𝒅 ← 𝒑−𝒄
∥𝒑−𝒄 ∥ ; // Eq. (4)

4 if ∥𝒑 − 𝒄 ∥ < 𝑟 or (𝒑 − 𝒄) · 𝒏 < 𝑟 then
5 ℎ ← ∥𝒑 − 𝒄 ∥ + 𝑟 ; // Eq. (4)

6 if ∥𝒑 − 𝒄 ∥ < 𝑟 then
7 𝜓 ← 𝜋

2 ;
8 𝒅 ← 𝒏;
9 else
10 𝜓 ← arcsin( 𝑟

∥𝒑−𝒄 ∥ ); // Eq. (4)

11 end
12 𝑖𝑛𝑠𝑖𝑑𝑒 = false;
13 foreach cone 𝐶𝑖 = (𝒂𝑖 , 𝒅𝑖 , ℎ𝑖 ,𝜓𝑖 ) ∈ {𝐶} do
14 if 𝜓𝑖 =

𝜋
2 or arccos(𝒅1 · 𝒅2) +𝜓 < 𝜓𝑖 then

15 𝑖𝑛𝑠𝑖𝑑𝑒 ← true;
16 ℎ𝑖 ← max{ℎ𝑖 , ℎ}; // Eq. (5)

17 break;
18 end
19 if 𝜓 = 𝜋

2 or arccos(𝒅1 · 𝒅2) +𝜓𝑖 < 𝜓 then
20 𝑖𝑛𝑠𝑖𝑑𝑒 ← true;
21 𝒅𝑖 ← 𝒅; // Eq. (5)

22 ℎ𝑖 ← max{ℎ𝑖 , ℎ}; // Eq. (5)

23 𝜓𝑖 ← 𝜓 ; // Eq. (5)

24 break;
25 end
26 end
27 if 𝑖𝑛𝑠𝑖𝑑𝑒 = false then
28 add 𝐶 = (𝒂, 𝒅, ℎ,𝜓 ) to {𝐶};
29 end
30 end
31 end

the ray 𝝎 by the SH coefficients as follows

𝐿occludedi (𝝎) =
𝑛−1∑︁
𝑙=0

𝑙∑︁
𝑚=−𝑙

𝐿𝑚
𝑙
𝑌𝑚
𝑙
(𝝎). (8)

All the occluded incident radiances of the hemispherical ray samples are accumulated and then
multiplied by 𝜋 and divided by the number of ray samples to obtain the occluded irradiance. The
pseudo-code of conical ray culling and ray tracing for each fragment in the fragment shader of the
second pass is exhibited in Algorithm 2.
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Algorithm 2: Conical ray culling and ray tracing
Input: fragment position 𝒑, fragment normal 𝒏, 𝑁 hemispherical ray samples {𝑅}, cones

{𝐶}
Output: occluded irradiance 𝐸occluded (𝒑)

1 𝐸occluded (𝒑) ← 0;
2 foreach ray 𝑅 = (𝒐,𝝎) ∈ {𝑅} do
3 rotate 𝑅 along 𝒏 by a random angle;
4 𝑖𝑛𝑠𝑖𝑑𝑒 ← false;
5 𝑚𝑎𝑥𝑅𝑎𝑦𝐿𝑒𝑛𝑔𝑡ℎ ← 0;
6 foreach cone 𝐶 = (𝒂, 𝒅, ℎ,𝜓 ) ∈ {𝐶} do
7 if arccos(𝝎 · 𝒅) < 𝜓 then
8 𝑖𝑛𝑠𝑖𝑑𝑒 ← true;
9 𝑚𝑎𝑥𝑅𝑎𝑦𝐿𝑒𝑛𝑔𝑡ℎ ← max{𝑚𝑎𝑥𝑅𝑎𝑦𝐿𝑒𝑛𝑔𝑡ℎ, ℎ};

10 end
11 end
12 if 𝑖𝑛𝑠𝑖𝑑𝑒 = true then
13 trace 𝑅;
14 if R intersects dynamic objects then
15 𝐸occluded (𝒑) ← 𝐸occluded (𝒑) + 𝜋

𝑁
𝐿occludedi (𝝎);

16 end
17 end
18 end

5 RESULTS
We test our proposed method in two scenes. The first scene consists of a plane (2 triangles), which is
regarded as the static object, and two animated characters (6.4 k triangles in total) on the plane as the
dynamic objects, which are obtained from the resources of the SHEXP paper [Ren et al. 2006]. The
whole scene is illuminated by a global Grace Cathedral environment map represented by a 3-band
SH vector (9 coefficients for each color channel). The second scene contains the Crytek Sponza
Atrium model (81.7 k triangles) downloaded from Morgan McGuire’s Computer Graphics Archive
[McGuire 2017] as the static object and the same two animated characters on the ground of the
Crytek Sponza Atrium as in the first scene. The Crytek Sponza Atrium is illuminated by 3-band SH
diffuse PRT with interreflections under the Uffizi Gallery environment map. The radiance transfer
vectors of PRT are stored in a 2D texture array with a resolution of 2048×2048. The curtains and
the small objects in the Crytek Sponza Atrium model are manually removed to allow the corridor
to be illuminated by the environment map and simplify the PRT precomputation procedure. The
dynamic objects are illuminated by an irradiance volume that stores 3-band SH vectors, which
are represented by multiple 3D textures with a resolution of 53×29×23. Each texel of a 3D texture
stores three SH coefficients, which represent the RGB color channels. The number of ray samples
is set to 128 and the kernel size of the cross-bilateral filter is set to 5×5. All results are rendered at a
resolution of 1920×1080 on a computer equipped with an Intel Core i9-10980XE CPU, 128GB RAM,
and an NVIDIA GeForce RTX 3080 GPU. All timings are averaged over 100 frames.

As displayed in Figure 7, we compare our proposed method (Figure 7c) to unshadowed environ-
mental lighting (Figure 7a), environmental lighting with RTAO (Figure 7b), and unfiltered ray-traced
shadowed environmental lighting using 512 ray samples per pixel as the reference (Figure 7d).
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Compared to unshadowed environmental lighting, the proposed method can significantly enhance
the realism by providing visual cues about the relative positions of objects, so the characters do not
seem to float in the air. Compared to environmental lighting with RTAO, the proposed method can
capture the directionality of the environment map. The rendering results of the proposed method
are almost the same as those of unfiltered 512-spp ray-traced environmental lighting, except for
some insignificant overblurring caused by the cross-bilateral filter around the corners, such as the
surroundings of the feet. The number of cones after merging is visualized in Figure 8, in which
black denotes no cone, gray denotes one cone, and white denotes two cones.

(a) Unshadowed (b) RTAO (c) Proposed (d) Reference

Fig. 7. Comparison of the rendering results using different methods. Regions in the red squares are zoomed
in. (a) Unshadowed environmental lighting. (b) Environmental lighting with 128-spp RTAO. (c) Our proposed
method (128-spp ray-traced shadowed environmental lighting). (d) Reference (unfiltered 512-spp ray-traced
shadowed environmental lighting). Top row: scene 1 (two characters on a plane illuminated by a global Grace
Cathedral environment map, 6.4 k triangles in total). Bottom row: scene 2 (two characters and the Crytek
Sponza Atrium model under the Uffizi Gallery environment map, 88.1 k triangles in total).

(a) Scene 1 (b) Scene 2 (c) Another perspective of scene 2

Fig. 8. Visualization of the number of cones after merging (black denotes no cone, gray denotes one cone,
and white denotes two cones). (a) Scene 1. (b) Scene 2. (c) Another perspective of scene 2.

The timings of individual passes w/o and w/ our proposed conical ray culling are displayed in
Table 1, which demonstrates that the ray tracing pass spends most of the total frame time. In the
first scene, direction culling can reduce the cost of the ray tracing pass from 12.89 ms to 8.23 ms,
and length culling can slightly reduce the cost from 8.23 ms to 7.79 ms. The total speedup of the first
scene is 1.65×. In the second scene, the same cost can be reduced by direction culling from 49.29
ms to 21.01 ms, and further reduced by length culling to 15.75 ms. The total speedup of the second
scene is 3.13×, which is much higher than that of the first scene because the Crytek Sponza Atrium
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model is more complex than the plane (81.7 k triangles versus 2 triangles). The statistics reveal that
60 fps cannot be achieved without conical ray culling in the second scene, which demonstrates the
necessity of conical ray culling.

Table 1. Timings (in ms) of individual rendering passes w/o and w/ conical ray culling.

G-Buffer Ray tracing Blurring Composition Total

Scene 1
w/o conical ray culling

0.10
12.89

0.14 0.05
13.19

w/ direction culling 8.23 8.53
w/ direction & length culling 7.79 8.09

Scene 2
w/o conical ray culling

0.25
49.29

0.18 0.06
49.79

w/ direction culling 21.01 21.51
w/ direction & length culling 15.75 16.25

We also compare the results of the first scene using 16, 32, 64, 128, 256, and 512 ray samples per
pixel (spp), respectively. The rendering results are shown in Figure 9, and the timings of the ray
tracing pass are exhibited in Table 2. It can be seen that the noise is unnoticeable when spp reaches
128. Therefore, we set 128 as the default number of ray samples in the previous results.

(a) 16 spp (b) 32 spp (c) 64 spp

(d) 128 spp (e) 256 spp (f) 512 spp

Fig. 9. Comparison of the rendering results using different numbers of ray samples per pixel. Regions in the
red and yellow squares are zoomed in. The left half of each image is unfiltered, and the right half is filtered.
(a) 16 spp. (b) 32 spp. (c) 64 spp. (d) 128 spp. (e) 256 spp. (f) 512 spp.

Table 2. Timings (in ms) of the ray tracing pass using different samples per pixel.

spp 16 32 64 128 256 512

Timings 0.99 1.95 3.89 7.79 15.70 35.52
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6 LIMITATIONS
While conical ray culling can speed up ray tracing, the speedup ratio decreases when the number
of dynamic objects is large and the cones cannot be substantially merged because each ray has to
be tested against all the cones to check whether it should be traced. For example, ten characters are
placed in the two scenes shown in the results section, as shown in Figure 10. Conical ray culling
can only slightly reduce the cost of the ray tracing pass from 16.08 ms to 15.85 ms in the first
scene. And in the second scene, the ray tracing pass is sped up by conical ray culling from 55.41
ms to 27.31 ms. The speedup ratio is only 2×, which is not as high as that in the same scene with
only two characters. The cones can be clustered together to reduce the number of cones, which
may raise another issue that the cones constructed by distant objects that have small apex angles
contribute little to the occlusion but affect the clustering process. Therefore, cones should be culled
according to the sample density before clustering. Another potential performance issue is that the
parallelism may decrease when the number of cones is large because the cones are constructed for
each fragment and stored in the registers of the GPU. In addition, performance may dramatically
drop when dynamic objects occupy the viewport because all rays are required to be traced if a
scene point is inside one of the bounding spheres of dynamic objects. Multiresolution techniques
can be introduced to speed up in this situation.

Fig. 10. Speedup of the ray tracing pass by conical ray culling decreases when the number of dynamic objects
is large. Left: 16.08 ms to 15.85 ms. Right: 55.41 ms to 27.31 ms.

Apart from the performance issues, we assume low-frequency environmental lighting and diffuse
surfaces in this work. Besides, indirect illumination is not considered, and only environmental light
sources are supported in this work. We will take indirect illumination into account and add support
for sun light and other local lights such as point lights and spot lights in the future.

7 CONCLUSION
In this work, we present a method to render soft shadows of environmental lighting in real-
time based on hardware-accelerated ray tracing. We assume that the scene includes both static
and dynamic objects. To composite the soft shadows cast by dynamic objects with the precom-
puted/unshadowed lighting of static objects, the incident irradiance occluded by dynamic objects,
which represents the soft shadows of environmental lighting, is subtracted from the precom-
puted/unshadowed incident irradiance to obtain the composite incident irradiance. Conical ray
culling is proposed based on the observation that only the rays that can intersect dynamic objects
are required to be traced to evaluate the occluded irradiance. The rays whose directions are outside
the cones defined by the surface point and the bounding spheres of dynamic objects are excluded,
and the ray segments beyond the cones are excluded as well. Therefore, fewer and shorter rays
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are required to be traced, which significantly improves the efficiency of rendering soft shadows of
environmental lighting cast by dynamic objects.
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